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Abstract—The current news landscape is in the middle of a
major transition. Digital news are quickly overtaking legacy
media (such as, newspapers and TV programs), offering a
slew of benefits to consumers including ease and immediacy
of access. They also, however, allow publishers to arbitrarily
modify the articles they publish, at any time after the article
has been released. Little is known about how often this happens
and to what extent these post-publication edits change an
article’s original message.

In this paper, we shine light to this previously ignored
phenomenon by collecting and analyzing a corpus of more
than 600k online news articles, published by tens of U.S.
news publishers over a period of nine months. We discover
that 165k articles exhibit post-publication changes and use
natural language processing tools to identify the magnitude
of these changes and their effect. Among others, we find that
different publishers modify their articles at different rates, with
a publisher’s ranking and political bias affecting the frequency
of changes and that over 15% of changed paragraphs do not
“follow” their original versions. Finally, we discover that most
of the evaluated publishers do not properly note these changes
to their articles, using non-descriptive notices and updated
timestamps that cannot be used by readers to assess what has
changed.

1. INTRODUCTION

There is a constantly shifting landscape when it comes
to news; more people than ever are reading their news
online [13], eclipsing the collosi of old - Television, Radio,
Newspapers. This shift enables readers to not only get the
news whenever and wherever through their digital devices,
but also follow stories as they develop. Such advantages are
hard to turn down, but they also come with a new set of
shortcomings.

News publishers have found themselves in control of a
new kind of power; that of post-publication edits to their
articles. In the past, once a version of a newspaper was
in the press, there was little that could be done to change
its content. Similarly, radio and television reporters couldn’t
alter words they had already spoken. However, in this new
Internet landscape, a publisher can publish an article and
effortlessly change parts of it at will.

Unless the original version was archived through a third
party, there are few ways to identify that this happened, let

Figure 1: A visualization of the changes on a NYT article
regarding Mr. Musk.

alone compare the new version of the article to the original
one. The security community has conducted a large number
of studies on how attackers weaponize the lack of integrity
in the context of expired domain names [55], [69], [74],
blackhat search-engine optimization [42], [51], [77], cloak-
ing [47], [57], [58], and maliciously-edited JavaScript [49],
[68], [71] yet has largely ignored the effect of post-
publication content changes in the context of misinformation
and disinformation.

To understand how post-publication edits could affect a
user’s perception of the world, we draw attention to one
popular example published by the New York Times [6]
which is also captured in our dataset. Figure 1 shows the
changes that were made to an article days after it was
first published. These changes are meant to neutralize the
originally negative sentiment of these specific paragraphs,
adding nuance and additional viewpoints to the later version.
While the authors of the article later included a correction,
that correction was regarding other changes to the article
(such as the correction of a misspelled name), leaving the
highlighted issue unaddressed. We argue that these types
of changes constitute an unwanted element of online news
since they have the potential to create split worldviews in
those that read a story before and after it has been changed.
These changes are also unwanted in the context of social



media and information amplification where news stories
get to keep their “likes” and “shares” regardless of how
many times they have been edited. Overall, we argue that
careless use of this editing power has the potential to further
erode the already damaged trust that people place in the
media where half of those surveyed [2] already feel that
national news organizations intend to “mislead, misinform
or persuade the public.”

In this paper, we report the results of analyzing such
post-publication changes, following articles from multiple
popular publishers over time. We build a corpus of 608,723
articles published over a period of 9 months, of which
27.39% (i.e. 166,712 articles) exhibit one or more post-
publication changes. We leverage our data-collection system
to not just identify modified articles but to also categorize
these changes based mostly on two large categories; one
for semantic and one for syntactic classification1. This way,
we track the changes in sentiment, the degrees of editing, as
well as the positions of these changes in the article. In doing
so, we surface multiple less-than-ideal practices regarding
online news which have to be considered in a digital-first
world.

Our paper’s primary contributions are as follows:

1) Article Data Set: We collected 608,723 articles,
of which 166,712 exhibited some sort of tex-
tual change since first published. We leverage this
dataset to obtain a unique look into how major
modern publishers operate when it comes to article
publishing. This dataset will be made available
upon publication, to further encourage and assist
future work on web integrity.

2) Syntactic Classification: Using our pipeline, we
assess both the type and extent of changes, trying
to understand why and when they happen most.
We collect various metrics on articles, spanning
edit distance, topology of changes and paragraph
additions/removals. In this way, we measure 51,722
articles that exhibit more paragraphs removed than
added, as well as an average of 13.8% of edit
distance on a changed paragraph.

3) Semantic Classification: We also assess more se-
mantic aspects of each article, such as whether
the changed article follows contextually from the
original article, for which in 22.18% cases it doesnt,
but also the sentiment swings of those changes,
discovering that nearly 6.91% of all the paragraphs
changed also change their sentiment. For the sen-
timent analysis, we make use of a roBERTa-base
model [53] trained for sentiment analysis on Twit-
ter, while for the entailment analysis we make use
of the OpenAI GPT-3 DaVinci model [37].

1. In the Natural Language Processing (NLP) field, these terms often
refer to capturing parts-of-speech or dependency relations. In our case, we
use the term syntactic to refer to surface aspects, such as, the amount and
location of change, aspects which do not directly relate to the change in
meaning. For changes that affect the sentiment or overall meaning, we use
the term semantic.

4) Stealth Edit Analysis: Finally, we discuss stealth
edits, as well as the attempts by various publishers
to address them, in one way or another. We ana-
lyze how often they occur and ways to deal with
them going forward. This way we notice that on
average, less than 5% of the articles that exhibit
some change get an “Editor’s Note” or other such
explicit correcion.

2. BACKGROUND AND MOTIVATION

In this section, we define key terms and concepts, along
with the necessary background on news-media edits, to
assist with reader’s understanding.

2.1. News Article Editing

Print media is inherently limited in the kinds of edits
that can be made to published articles. Once a physical
newspaper is printed and distributed, modifications are no
longer possible, other than the issuance of corrections and
updates in subsequent print editions. This limitation has
made correcting a published article a purposeful act. These
corrections are traditionally located in an explicitly labeled
section of a printed newspaper, with a digital version of this
also occasionally available on the publisher’s website [27].
Some publishers have evolved this concept to all digital
articles, with dedicated areas of sites listing all recently
modified articles [15], [28].

Digital news articles, however, can be changed in a num-
ber of ways post-publication, including with and without a
note acknowledging the change. These include the addition
of new content, the deletion of previous content, and the
modification of existing content. We note that these changes
may not necessarily be malicious in nature. For instance, it is
expected that an article following an on-going story will add
new content throughout the duration of the event. Addition-
ally, minor changes to correct grammar and spelling errors
often occur. However, notorious cases of post-publication
news-article modifications do exist [6], [30], revealing less-
than-ideal behavior from publishers. Some publishers try to
preempt backlash from cases such as these by including
edit notes on articles that have been changed. It is unclear,
however, what kinds of changes warrant an edit note from
publishers, since guidelines are often vague, and open to
interpretation [29].

When the text of an online news article changes in any
way, while making no note of this change, we consider it
to be a stealth edit, or silent edit. As before, while this
does not imply malicious intent, it does reveal a lack of
transparency. The aforementioned example shown in Fig-
ure 1 demonstrates that silent changes create ample room
for readers to walk away with different interpretations of a
story, depending on when they happened to read it.

At their core, post-publication edits (silent or not) are a
problem of information integrity. Traditionally, the security
community focused its attention on the integrity of content



with a threat model involving explicitly-malicious actors.
These include the study and creation of tools and frame-
works to prevent the loading of web resources with com-
promised integrity [49], [64], [68], as well as the complex
web of trust associated with expired domain names on the
Internet [41], [56], [66]. Only a single recent study [46]
focused on the more subtle problems associated with seem-
ingly benign online content changes. With this in mind, we
set out to analyze the extent to which these practices are
commonplace today - and if so, gather enough data to be
able to surmise a reason behind their adoption.

2.2. Sentiment Analysis

A potential negative outcome of post-publication news
article modifications is a change in overall sentiment. This
can result in two readers having completely diverging opin-
ions on a particular subject simply because they consumed a
particular article at different times. Prior work investigated
this phenomenon in the context of online news article head-
lines, measuring the frequency of headline changes resulting
in an increase or decrease in emotional language [46]. The
authors demonstrated that the sentiment of popular news
publishers change in the hours to days after first publica-
tion. For instance, the authors discovered that the publisher
BuzzFeed removes emotionally-charged words from 18.9%
of observed articles.

These results provide a coarse-grained view into the
types of sentiment changes common in news headlines.
However, they are limited in that they rely on the presence
or absence of particular emotionally-charged words associ-
ated with such headlines [48]. Modern Natural Language
Processing (NLP) techniques are capable of determining
the overall sentiment of text using not only the individual
words it is composed of, but also the context created by
the relationship between those words. Prior work in this
area has utilized NLP techniques to determine the senti-
ment of content reviews like products [40], [43], [73] and
movies [60], [67], [70], as well as posts on social media
platforms [33], [59]. Moreover, work has been done to
identify the sentiment expressed between entities in news
articles [38].

3. DATA COLLECTION AND
PREPARATION

In this section, we discuss in detail the process for col-
lecting and preparing our news article dataset. We describe
the technical details of our data collection infrastructure,
as well as the pre-processing steps we took to extract and
normalize news article content from raw webpage data.

3.1. Online News Publishers

To ensure our news article dataset contains a comprehen-
sive and unbiased representation of the overall online news
ecosystem, we take great care to collect data on publishers

Figure 2: News publishers’ popularity and political bias.

representing a wide range of both popularity and affiliation.
Taking inspiration from the work of Guo et al. [46], we
utilized the Allsides media bias chart [12] to determine
the affiliation, and the Tranco ranking [22] to determine
the popularity/platform size, of each publisher. We chose
a subset of all popular news publishers, equally distributed
along this two-dimensional popularity/bias representation.
We illustrate these chosen publishers in Figure 2.

3.2. Article Collection Pipeline

In order to detect post-publication article changes, we
design and develop a distributed crawling system that is
capable of recording the state of a news article immediately
after it is published, as well as at the end of our data-
collection period. These article versions are then used to
conduct a differential analysis of each article’s text. Figure 3
shows a general overview of this system.

For each chosen publisher, we manually identify a series
of publisher-provided RSS feeds that alert to the publishing
of articles representing various categories (e.g., Politics,
Entertainment, Business, etc.). For each article appearing on
these RSS feeds, our data collection infrastructure records
metadata provided in the RSS entry, and appends the URL
to the underlying article onto a queue 1 . Each entry in
this queue is serviced by one of many distributed crawlers
that fetch each article’s HTML code and save it to a
centralized database along with relevant metadata 2 . To
identify changes to crawled articles, the recrawl module of
our data collection infrastructure re-queues article URLs on
a predefined schedule, or on-demand.

Many popular websites utilize anti-bot services to fin-
gerprint and block automated browsers. To account for this
possibility, we ensure that our crawlers do not overload
the servers of any particular publisher by only requesting
articles as they are published. In practice this means that
the average news publisher in our dataset received between
15 and 1700 requests each day from our crawlers, depending
on their rate of publishing new articles. On average, we sent
about 2300 requests for article crawls every day. Moreover,
while we utilized the Python Requests library [17] to initiate
each request, we changed the provided HTTP User-Agent



Figure 3: Overview of news article processing pipeline.

to a popular browser, and set the HTTP Referrer header
to https://google.com, simulating a user who discovered the
article in search results and clicked on it.

Raw article HTML webpages are consumed by the pre-
processing module that extracts and normalizes article text
(process detailed in Section 3.3) 3 . Finally, processed arti-
cle text is fed into our analysis module to identify potential
semantic and syntactic changes 4 .

3.3. Pre-processing

Next to article text and metadata, news-publisher web-
sites contain a multitude of additional content, such as
advertisements, promotions, and related articles. This data
is not only redundant, but would actively harm our analysis
were it to be kept, as it is highly dynamic in nature, capable
of changing with each page load. Thus, our pre-processing
module must preserve only the article text as well as some
relevant metadata, such as the title, timestamp, and edit
indicators (e.g., “Updated-at” tags). For this purpose, we
use HTML parsers that allow us to isolate publisher-specific
element identifiers and attributes from the raw HTML code.

Next to extracting article text and metadata from web-
pages, it is also necessary to apply a series of normaliza-
tion steps to the extracted content to reduce false positives
stemming from unrelated dynamic content embedded into
the text of news articles. For instance, it is common for
publishers to place ads inside of article text, with the content
of these ads often changing between subsequent visits. Since
these ads unrelated to the articles in which they appear, we
remove them from all article text. We do this by recording
common HTML identifiers associated with this dynamic
content, and utilize regular expressions to remove them.

It is also common for publishers to make small im-
perceptible changes to article text post-publication. For in-
stance, publishers periodically change particular characters
in an article like replacing doubles quotes with single quotes,
or swapping dash characters article-wide. In order to address
this, we programatically normalize every crawled article’s
text by removing all whitespace, capitalization, and punctu-
ation marks that we found to be of little significance when
it comes to characterizing changes, such as “-” and “...”. We
replace these characters either a single space, or an empty
string as appropriate. We also removed or replaced various
crawler artifacts that were later discovered during analysis.
For example, there was a case when the spaces between
words in some articles used the unicode symbol “\xa0”,

which is the equivalent for “non-breaking space”. Our
crawler recorded the unicode text for that symbol (instead of
the space) which needed replacing before further analysis.
Finally, we split each article in individual paragraphs, which
becomes our micro unit of operations, allowing us to look
deeper into individual article changes.

4. ARTICLE CHANGES

We deployed our article data collection pipeline for 9
months from February 2022 to November 2022, recording
608,723 newly-published articles from the 17 selected pub-
lishers. To detect post-publication changes, we recrawled
all articles in December 2022, capturing the most current
version of each article. In total, we observed 166,712 (or
27.39%) of the articles exhibiting some sort of change (i.e.,
the text of the article at t0 ̸= t1).

To better understand the discovered changes, we utilized
multiple metrics to analyze and measure each article change.
For ease of analysis, we broke each article down to its
paragraphs, removing those that had the exact same text
at each crawl. Then, in looking at the ones exhibiting
differences, we used the Levenshtein distance [52] of the
paragraph before and after its changes as a way to match
those paragraphs to one another. Furthermore, we heuristi-
cally set a cut-off point for each paragraph at 50%. That is to
say, if a paragraph of the original article had a Levenshtein
distance of more than 50% compared with every paragraph
exhibiting some sort of change of the later version of the
article, then that paragraph is considered to be removed (and,
vice versa, added).

4.1. Syntactic Measurements

Edit distance. To track the extent of a change in a given
paragraph, we again rely on the paragraph’s Levenshtein
(edit) distance, breaking each paragraph down to its word
elements and finding the distance between the two versions
of the same paragraph. The greater the extent of changes
made in a paragraph, the larger the distance between the
two versions of the paragraph. For example, a New York
Post article [5], changed the paragraph

Biden on Monday urged Americans to leave
Ukraine because of the threat of invasion

to

Biden on Monday On Monday, however, Biden
urged Americans to leave Ukraine because of the
threat of invasion.

In our analysis, we strip all commas and thus the only
visible change is just the ordering of words, for which
the Levenshtein distance is 0.2 (or 20%). Analyzing all
articles across all publishers, we note that, as shown on
Figure 4, publishers make changes on many of their articles,



but that does not necessarily translate to extensive changes
on the articles’ paragraphs. Inversely, some publishers may
make extensive (i.e. larger edit distances when comparing
paragraphs), yet more sparse changes to their articles (i.e.
less frequent post-publication modifications).

Another interesting connection is in relating Figure 4
to each publisher’s ranking (one dimension of Figure 2).
On average, the publishers that perform the most changes
to their articles tend to be the ones with a higher Tranco
Rank. One possible explanation behind this observation
is that higher-ranked websites have more writers/editors
and therefore more opportunities to keep revising articles
after they have been published. Furthermore, we can see
a correlation between the political leanings of publishers
and their likelihood of changing an article after it has been
published. We calculate R2 for the linear regression between
the fraction of articles that were changed per publisher, and
that publisher’s Tranco ranking finding it to be 0.14. At
the same time, the R2 of the multiple linear regression
predicting the same fraction of changed articles using the
publisher’s Tranco ranking and political bias, is 0.28 show-
ing that a publisher’s bias carries a significant signal beyond
what could be explained merely by their ranking.

For a more detailed breakdown of Figure 4, Table 8
in the Appendix lists per-publisher statistics regarding the
number of changed articles. Similarly, Table 9 (also in the
Appendix) presents the median and mean edit distances of
paragraphs, per publisher.

We emphasize that these changes are not necessarily
representative of the effects present on the various articles.
A publisher could change a single word in a paragraph
(for instance, adding “not” to a sentence) and completely
change its meaning, while the edit distance remains small.
On the other hand, a publisher might rewrite/re-order a large
fraction of an article (resulting in a large edit distance)
with no perceptible change to what is being communicated.
To account for this, we perform both sentiment as well as
entailment analysis later in this section.

Removed/added paragraphs. At times, an article exhibits
a larger (or smaller) number of paragraphs compared to its
original version. In that case, we mark these paragraphs
as added (or removed). Moreover, when testing the edit
distance between two paragraphs, there comes a point at
which we mark those two paragraphs as no longer edited,
but rather one as removed and another as added in its place.
Heuristically, we set that point to be at 50% - as in, more
than half the paragraph has been changed in some way. In
the same vein, we are interested in shedding more light in
situations where more paragraphs were removed than added
- in other words, when a paragraph “disappears” from the
article. One instance of this behavior is observed in a New
York Times article [31] regarding Federal Reserve interest
rates. The original article stated the following:

[...] how investors expect the Fed to react to
inflation.
Mortgage rates have already been ticking higher

Figure 4: A summary of the average amount paragraphs change on
various publishers, as well as what proportion of articles change
in the same publishers.

as a result of inflation, even though they remain
historically low: Rates on 30-year fixed-rate mort-
gages averaged 3.85 percent with 0.8 points as
of March 10, according to Freddie Mac, up from
3.76 last week and 3.05 a year ago. (A point is a
one-time fee, equal to 1 percent of the mortgage
amount, paid to the lender to buy down the mort-
gage rate.)
The pain to the consumer[...]

The middle paragraph (“Mortgage rates have already...”)
disappeared from this article when it was updated after
a period of about two months, as was the case for two
more paragraphs that also were removed. We also note that
there is no indication from the publisher that the article had
been updated despite the extensive changes, other than the
timestamp of the article having changed. Figure 5 shows
a breakdown of the extent of removed paragraphs across
publishers, in proportion to their changed articles. Figure 6
gives us a different look, this time in proportion to the total
number of articles per publisher, regardless of whether they
have been changed or not. We can notice by contrasting the
two figures that certain publishers, such as “Yahoo News”,
overall lean towards this practice in general, even if they
generally edit less articles than i.e. “The Guardian”, which
changes about 50% of their total articles. For this reason this
seems to be a tendency more related to individual publishers
than one that is tied to the frequency of changes a publisher
makes to their articles.
Live updates. Across publishers, there are cases in which
the article is expected to change drastically since its first ap-
pearance, commonly encountered when dealing with articles
that follow a news story as it develops over time (i.e. “Break-
ing news”), categorized here as “live updates”. We mark
these as separate cases and handle them differently than
other articles, although we do find added benefit in exploring
the changes in sentiment in both the paragraphs that have
potentially been changed, but also in the paragraphs being
added. It is entirely possible for a story to become more



Figure 5: A breakdown of the percentage of articles exhibiting
more paragraphs removed than added, by category and publisher,
in proportion to the changed articles of each publisher.

Figure 6: A breakdown of the percentage of articles exhibiting
more paragraphs removed than added, by category and publisher,
in proportion to the total articles of each publisher.

neutral as additional details are added, trying to counter the
publisher’s initial bias, as new evidence (possibly counter
to some of their initial claims) emerge. Cases in which
paragraphs are removed from these live-updates articles are
also of interest. In our analysis, 1,282 (or 0.2%) of our
articles are live-update articles, with 137 of them end up
having more paragraphs removed than added.
Topology of changes. Adding to our understanding of the
various ways in which publishers modify articles, is the loca-
tion within the article where the change occurs. Intuitively,
we can tell for instance that changes near the beginning
of an article should be more common, as that is the area
most readers focus on. Changes in the middle or end of an
article are not automatically suspicious in nature, but they
do represent unusual behavior that warrants further analysis.
Figure 7 shows the distribution of the position of changes
within articles in our dataset. We find that, generally, most
changes do indeed occur at the beginning of articles. How-
ever, publishers such as OAN and The Washington Post
make changes in the bottom third of articles at a higher
rate than others.

Figure 7: Position of changes in articles, per publisher.

Interestingly, we also observe publishers such as The
Huffington Post and The Epoch Times modify the middle of
articles nearly 30% of the time. Even though modifications
to the beginning/end of an article could be explained by
live updates to an ongoing story, changes in the middle
of an article are likely related to the correction of errors
or rewording of statements. Such changes may be more
harmful to readers as they are more likely to go undetected
if not explicitly called out by the publisher. In Section 4.3,
we analyze how often publishers include update notes to
changed articles, as well as how much detail is included in
such notes to explain the nature of the change.
Length. We also measured the length of the articles (in
terms of number of words) before and after any changes had
been made to them. This helps us understand how publishers
change an article overall, by adding or subtracting text to
it. As demonstrated in Figure 8, the most common theme
is erring on the side of adding rather than removing text
when making changes to an article. This is consistent with
the notion that more detail will be added to an article as
new information is discovered regarding a particular event.
It also bears mentioning that, for the sake of clarity, we
removed 14 outliers from this plot, specifically live update
articles that sprawled to tens of thousands of words while
starting from a few hundred. We also need to note that
specific publishers, such as “Daily Mail”, sometimes do
not label their articles as “live update” articles even though
they fit the exact criteria of what would be considered a “live
update” article. Next, we will further analyze three specific
articles that demonstrate interesting update behavior.

Point “A” in Figure 8 represents a live updating article
-although not labelled as such- from the The Daily Mail
discussing a heat wave in the United Kingdom in July
2022 [10]. Between the time we first crawled this article
and when we re-crawled it, 30 paragraphs had been added
and almost 400 paragraphs had been removed. Analyzing the
removed paragraphs, many of them contain information that
became out-of-date throughout the event such as changing
weather temperatures, a number of quotes, as well as a
number of articles that were embedded in their entirety.
These embedded articles contained information involving



Figure 8: A summary of the article length in words, before and
after the article has been changed. The red line signifies a 1:1
match. The blue points indicate live update articles.

casualties and damages incurred due to the heat wave, as
well as health advice.

Point “B” represents another live update article from
Yahoo News involving Russia’s invasion of Ukraine from
March 2022 [4]. Between our two crawls of this article, 600
paragraphs were added. Changes such as these are expected
from explicitly-labeled live update articles, especially those
that cover events spanning over large periods of time.

Finally, point “C” represents yet another live update
article from The Daily Mail which did not receive any
such labelling regarding a service in remembrance of Prince
Phillip from March 2022 [7]. This article saw over 200
paragraphs added, including quotes from various individuals
at the ceremony, as well as some background information on
Prince Andrew. As the article was initially published before
the ceremony, it is also to be expected that details would be
added during and after the event.

4.2. Semantic Measurements

Sentiment analysis. An important factor in our understand-
ing of article changes is the difference in overall sentiment
between the two versions of the same paragraph, in which an
edit has taken place. In noting the extent to which sentiment
swings happen in articles, either from positive/negative to
neutral or vice versa, we can detect patterns among news
publishers, and build a contextual hypothesis as to why these
patterns may emerge. To gauge a paragraph’s sentiment, we
used a public Twitter dataset [63] to train a roBERTa-based
model for classification. This model classifies text as either
positive, neutral, or negative. Working under the assumption
that this classification is not perfect, we also sample random
paragraphs and cross-check with the classification given by
roBERTa to verify these results to the best of our ability.
More specifically, we found that in our sampling, roBERTa
correctly assesses the sentiment 80% of the time.

In Table 1, we can see the sentiment fluctuations of
articles on a paragraph level. While many paragraphs retain

TABLE 1: The sentiments present in individual paragraphs, as a
proportion of the total amount of changed paragraphs. The row
sentiments are associated with the original sentiment, while the
column sentiments with the post-change sentiment.

Post-change

O
ri

gi
na

l Negative Neutral Positive

Negative 23.71% 2.26% 0.03%
Neutral 2.21% 60.54% 1.42%
Positive 0.03% 0.96% 8.84%

their original neutral sentiment, there are a number that
move between adjacent sentiment states. For example, we
find 2.26% of paragraphs began in a “negative” sentiment
state, before changing to a “neutral” state. In our paper’s
leading example about Mr. Musk in Figure 1, for instance,
the last paragraph’s change moves its sentiment from “nega-
tive” to “neutral”. This sentiment swing has us as well as the
roBERTa-trained model in agreement. Overall, 6.91% of all
paragraphs that exhibited some update across the articles in
our corpus changed their sentiment after a post-publication
edit.

In our analysis, the top 3 publishers that tend to change
their sentiment were The Daily Mail, with an average
sentiment swing of 10.7% followed by MarketWatch with
8.3% and Huffington Post with 8.1%. In Table 2 we present
examples of the different types of sentiment swings.

In the first example, we find a paragraph in which the
sentiment became more positive after it was changed [20].
Here, the addition of the text “the greatet lyricist of his
generation” has a more positive impact to the sentiment of
this paragraph, leading the tool we used to classify it as
“Positive”, while the original paragraph was “Neutral”.

Another article contained a paragraph that became more
negative post-edit [18]. The original paragraph in this article,
while it could be reasonably interpreted as mostly negative
in the context of the wider article, is classified as neutral
when analyzed on its own. With the addition of the extra
quotation to the paragraph, it becomes more critical of the
subject, changing its label to “Negative” sentiment.

Finally, the last example of Table 2 is from an article
in which a paragraph became more neutral post-edit [26].
While the original paragraph mostly conveys a positive
sentiment, with terms such as “warm welcome”, the updated
paragraph takes a more critical tone, adding references to
events such as 9/11 and Pearl Harbor. This shifts the overall
sentiment from “Positive” to “Neutral”.
Entailment. An important dimension regarding modified
news articles is whether post-publication changes to the text
alter its original meaning. Being able to reason about mean-
ing helps us understand some of the more extensive changes
to articles, since a modification that would make the changed
paragraph no longer “follow” from the original paragraph,
would be one that fundamentally alters the meaning of the
original paragraph. To tackle this question effectively at
scale, we used both manual as well as automated techniques.
The first heuristic approach involved manually analyzing



TABLE 2: Examples of the different sentiment swings according to our roBERTa-based classification model.

Sentiment swing Original Paragraph Post-Edit Paragraph

More Positive By the time Eminem appeared, anticipation was at fever pitch.
A quick blast of Forgot About Dre’s chorus paid homage to
the producer who first brought Marshall Mathers to worldwide
attention, and then he was off.

By the time Eminem appeared, anticipation was at fever pitch.
A quick blast of Forgot About Dre’s chorus paid homage to
the producer who first brought Marshall Mathers, the greatest
lyricist of his generation, to worldwide attention,and then he
was off.

More Negative “That’s really the M.O. of this administration,” said Rep. Fred
Keller, R-Pa., while serving as a Thursday guest on the “Amer-
ican Agenda” show.

“That’s really the M.O. of this administration,” said Rep. Fred
Keller, R-Pa., while serving as a Thursday guest on the “Amer-
ican Agenda” show. He added that the Biden administration
is certainly “behind the curve on many things. Not putting
Americans first.”

More Neutral Ukrainian President Volodymyr Zelenskyy addressed Congress
Wednesday morning, receiving a warm welcome from both
sides of the aisle as he called on the United States to do more.

Ukrainian President Volodymyr Zelenskyy addressed Congress
Wednesday morning, receiving a warm welcome from both
sides of the aisle invoking the Sept. 11 attacks and Pearl
Harbor as he called on the United States to “do more”.

random pairs of paragraphs, before and after modification,
from randomly chosen articles. For our automated analysis,
we used an easy-to-use and effective large language model
GPT-3 (named Davinci) to which we provided 500 randomly
chosen paragraphs before and after they had been changed,
and asked it whether the latter followed the former. In this
way, we aim to automatically establish whether the modi-
fied paragraph is restating the facts present in its original
version or whether it is introducing additional details that
do not “follow” from the earlier version of the same text.
Much like roBERTa’s sentiment analysis, we sampled 50
randomly chosen paragraphs per publisher manually as well,
in order to have a frame of reference with regards to GPT-3’s
accuracy, which we measured to be 90% on average.

We present our findings regarding GPT-3, along with
the results of our manual analysis of a sample of pairs of
paragraphs (N=50) in Table 3. In this case, the ratio of pos-
itive entailment describes the percentage of all paragraphs
where the changed paragraph follows from the original one.
We can see that most of the publishers are in the 75%-
85% range. Outliers do exist, such as OAN, which also
has the highest average edit distance (as shown earlier in
Figure 4), and MarketWatch, whose changes mostly have to
do with market moves. The takeaway, however, is that in
all the surveyed publishers, 15-25% of changed paragraphs
do not follow from their original paragraph. This implies
that the changes they perform on their paragraphs change
their meaning enough from the original one so as to imply
something new, not before considered, which more so than
anything implies these changes would at the very least
warrant a dedicated section in the article explaining why
these changes took place.

An example of what we consider to be positive entail-
ment is as follows [19]:

That force includes reconnaissance and artillery
troops and medics, as well as about 100 howitzer
cannons and other military vehicles.

was changed to

That force includes reconnaissance and artillery
troops and medics, as well as about 100 howitzer
cannons howitzers and other military vehicles.

Here, the only change is from the original “howitzer
cannons” to “howitzers”, which have the same meaning.
Therefore, the entailment test is successful.
An example of negative entailment is as follows [25]:

[...] This week, Russian occupation officials began
efforts to force some 60,000 people from Kherson
to the western side of the Dnipro, ahead of the
Ukrainian push.

was changed to

[...] This week, Russian occupation officials began
efforts to force some 60,000 people from Kherson
to the western eastern side of the Dnipro, ahead
of the Ukrainian push.

While a single word was changed in this example, it is
one that inverses a key point the paragraph was originally
making, and so it fails both our and the AI model’s entail-
ment test.

Overall, we can see that entailment is an important
metric when considering the semantic changes to a piece of
text, and it gives us insights regarding the more important
changes present in an article. Considering the capabilities of
the latest NLP models, entailment analysis can be integrated
into a larger toolset leveraged in order to provide more
integrity to the average person reading the news.

Time-related analysis

One may wonder to what extent the articles that do
change after publication, are changed immediately after they



TABLE 3: The ratio of sampled articles that GPT-3 flagged
positively regarding entailment, as well as the ratio of manually
sampled articles that we flagged positively, sorted by GPT-3 posi-
tive entailment ratio.

Publisher GPT-3 (N=500) Manual (N=50)

The Blaze 87.2% 90%
BBC 84.4% 88%

New York Post 84.2% 84%
New York Times 83.2% 80%

Newsmax 83% 80%
The Guardian 82.8% 86%
Epoch Times 82.6% 74%

CNN 81.8% 72%
Washington Post 81% 84%

Daily Beast 80.4% 80%
Huffington Post 77.2% 78%

Yahoo News 76.8% 82%
Fox News 76.4% 74%
Daily Mail 76.2% 68%

MarketWatch 67.4% 78%
The Hill 60.4% 72%

OAN 58% 54%

are first published (e.g. to issue a correction that went
unnoticed through the editorial process) or at a later time.
While our pipeline did not capture multiple snapshots per
indexed article, we can take advantage of the publishers
that report both a publication timestamp as well as an
updated timestamp. Figure 9 shows the distribution of deltas
of these two timestamps across articles published by these
publishers. We observe that for most edited articles, changes
occur in the first couple of days since publication.

Building on top of our semantic analysis, both in terms
of sentiment and entailment, we assess the extent to which
small-delta edits behave any differently than long-delta edits.
To decide on a threshold, we look to the analysis of Guo
et al. who report that propagation of news over Twitter
happens mostly in the first few hours since an article’s
publication [46]. Given that not all outlets show timestamps
at the granularity of hours, we conservatively choose a
threshold of two days to include corner cases where an
article was published near midnight and edited in the early
hours of the next day.

Overall, we find that 9.05% of articles change their
sentiment within the first two days of publication, while
7.51% change their sentiment after this threshold. We note
that these averages are slightly elevated as compared to those
of all publishers in Table 1.

Regarding entailment, we sampled 1,000 changed para-
graphs from articles that were changed within the first two
days of publication, finding that about 18% those changes do
not follow from their original paragraphs. Similarly, when
sampling 1,000 changed paragraphs from articles changed
over a larger time horizon, the proportion changes to 22%.

Finally, looking at Table 4, we conduct a two-sided
hypothesis test for the comparison of two independent pro-
portions. For each row, our null hypothesis (H0) was that
the true proportion of sentiment swings or lack of entailment
was the same between the two sets, while the alternative

TABLE 4: Comparison of the sentiment swing and lack of entail-
ment between changed paragraphs, with regards to the specified
time delta

Delta < 2 days Delta ≥ 2 days
Statistical

Significance

Sentiment 9.05% 7.51% ✓(< 0.01)
Entailment 18% 22% ✓(0.02)

Figure 9: The time after which an article has stopped being
edited

hypothesis (HA) was that the true proportions of these
observations over the two sets were different from each
other. In the third column we can see the reported p-value
for each hypothesis test. Following standard conventions,
the cut-off point for a computed p-value is 0.05, over which
the null hypothesis is maintained. We further note that these
proportions are for different sampling sizes. In the case of
entailment, the sample for each delta category was 1,000,
while in the case of sentiment we sampled 30K changed
paragraphs per delta category.

As we can see, both p-values are smaller than the cut-
off value, thereby rejecting the null hypothesis. We can
therefore conclude that the articles are changed in different
ways, when these changes happen early in their lifetime vs.
at a later time.

4.3. Stealth Edits

One of the most important features we keep track of, is
whether or not the publisher indicates the article has been
changed in any way since its original publication. When a
publisher updates an article to some extent, but does not
notify the reader of doing so, we consider that to be a silent
change or stealth edit. In our analysis, we found that 67,449
articles (i.e. 40.5%) noted an update out of the 166,712
changed articles.

Through our analysis, we identified a number of ways in
which publishers attempt to communicate updates to their
readers. For instance, when changes to the article are exten-
sive (albeit not always), a publisher would add a correction
section to that article, either at the very beginning or end of
it. We generally consider this to be a Proper update, even
though it is not possible for us to distinguish for all such
articles if the publisher is making note of every change that
occurred in the article within the correction. Below is an



TABLE 5: The ratio of articles exhibiting an update notice,
compared to the total number of changed articles per publisher.
The breakdown here is for the proportion to the changed articles of
each publisher for what we defined as “Proper” and “Technical”
updates. Sorting is done based on the ratio of “Technical” updates.

Publisher Technical Updates Proper Updates

The Guardian 100% 0.7%
Daily Beast 100% 1.2%
Huffington Post 100% 4.2%
MarketWatch 100% 0.8%
OAN 100% -
Daily Mail 99.9% -
New York Post 98.5% 0.5%
CNN 97.7% 25%
Epoch Times 92.3% 1.5%
New York Times 38.8% 0.7%
Washington Post 35.6% 2.4%
Fox News - 10.2%
Newsmax - 0.2%
The Blaze - 7.0%
The Hill - 3.5%
Yahoo News - 2.5%
BBC - -

example of one such “proper” update, from a Huffington
Post article [21]:

This story has been updated to reflect the Senate’s
vote to discharge Jackson’s nomination from the
Judiciary Committee.

Another, and much more prevalent way for publishers to
communicate updates, is through adding a generic Updated
tag somewhere in the article page, usually next to the
timestamp. As such, in the vast majority of these cases,
there is no further elaboration provided to the reader, and for
some publishers it is possible that this tag is auto-generated
every time the body of an article is changed. We also note
that on some publishers, most articles displayed this tag,
regardless of us detecting a change or not. This may be
due to the change involving something we filtered out in
pre-processing, such as, whitespace manipulation.

Interestingly, The Guardian will notify the reader that
the article was “last modified”, only if the reader clicks on
the timestamp of the article (shown in Figure 10). For our
purposes, we conservatively treat all of these to be non-silent
updates even though we argue that informing readers about
what was changed is far more meaningful and actionable.
For this reason, we differentiate between these “Technical”
updates and the aforementioned “Proper” updates.

Finally, some publishers only change the original times-
tamp of the article to that of the time of the update. We
intuitively consider it nearly impossible for a reader to keep
track of what timestamp an article had on it when they first
read it, especially if that change happened days or weeks
later. For that reason, we do not consider this to be a valid
update note in our analysis.

With these points in mind, Table 5 lists the rate with
which publishers announce to their readers that an article

Figure 10: The Guardian: In order for the reader to notice an
article they are reading has been modified, they need to click
on the timestamp.

was updated, differentiating between technical and proper
updates. Despite extensive efforts, we were unable to locate
any visible way of communicating a change for some pub-
lishers, either because they rely solely on updating the article
timestamp, or because an update-communicating mechanism
does not exist. These publishers are marked with “-” in
Table 5.

Overall, we find that “proper” updates are much less
prevalent in digital news media than in print. Some publish-
ers, such as the New York Times, have a dedicated “Correc-
tions” section on their website [15], but these corrections
appear to be present mostly -if not solely- because of user-
provided comments. Furthermore, a concerning trend is that
most publishers are relying more and more on small update
tags to their article, instead of specifically addressing the
changes made within the article. We can see that 8 of the
17 publishers that we studied include an update tag in all or
nearly-all articles. However, these are typically “technical”
updates, as their ratio of “proper” updates is significantly
smaller. While we do note that a portion of these involve
minor grammatical corrections, “proper” updates are highly
uncommon. In the original example in Figure 1, there is
only a “technical” update with no proper issued correction.
As a result, at the time of that change, the authors of that
article were publicly criticized for “stealth editing” it [16],
[23] even though no correction has been issued at the time
of this writing.

4.4. Sampling

As previously mentioned, we also manually sampled
N=50 randomly selected paragraphs from every publisher.
This sampling consisted of analyzing a pair of changed para-
graphs and gauging the magnitude of the change. For this,
we took inspiration from Faruqui et al. [44], who performed
a sampling of edits on wikipedia articles. We also tested
each pair of paragraphs for entailment as demonstrated in
Table 3, to be able to bind an error range on the results of
the GPT-3 model.

The sampling results concerning the magnitude of
changes in paragraphs, which we break down to “Equiv-
alent”, “Minor Change/Ambiguity”, “Significant Change”
and “Dynamic Update” are present in Table 7. Some ex-
amples regarding what we consider to be equivalent, minor
change/ambiguity and major change are listed in Table 6.



TABLE 6: Examples of what we consider to be Equivalent [32], Minor Change/Ambiguity [8], Significant change [1] or Dynamic
Update [14].

Publisher Original Paragraph Post-change Paragraph

Equivalent Dorries, who is backing Liz Truss, accused Sunak’s team
of “dark arts” for allegedly trying to engineer getting a
candidate into the final two with him who was easily
beatable and suggested Dominic Cummings was supporting
him.

Dorries, who is backing Liz Truss, accused Sunak’s team
of “dark arts” for allegedly trying to engineer getting a
candidate into the final two with him who was easily
beatable an easily beatable candidate into the final
two with him, and suggested Dominic Cummings was
supporting him.

Minor Change/Ambiguity The National Institute of Forensic Medicine continues to
investigate the death of the immensely popular musician
who died at the age of 50.

The National Institute of Forensic Medicine continues and
attorney general’s office will continue to investigate the
death of the immensely popular musician who died at the
age of 50.

Significant Change Pappas, who is openly gay, served as a member of the New
Hampshire Executive Council and was first elected in 2017.

Pappas, who is openly gay, served as a member of the New
Hampshire Executive Council and was first elected in 2017.

Dynamic Update Loren & Alexei Brovarnik, “Loren & Alexei: After the 90
Days”

Loren & Alexei Brovarnik, “Loren & Alexei: After the 90
Days” *WINNER

We observe a strong correlation between entailment
and how each change is classified. That is, equivalency
of two paragraphs implies entailment, while a significant
difference implies lack of entailment. In the cases where
we had minor differences or ambiguity, we used our best
judgement incorporating contextual information to arrive at
a conclusion regarding entailment. This also mostly explains
some of the discrepancies between our sampling and GPT-
3’s, such as when a person’s name is replaced with a more
generic pronoun or their title. Finally, it bears noting that
our manual sampling regarding entailment mostly matches
that of GPT-3, and potentially opens a path towards more
massive entailment analysis using a model such as that
in the future, or potentially even a more powerful one.
That possibility is important when taking into consideration
individual readers that might appreciate a tool that does this
automatically for articles they read.

Finally, we sampled N = 10 articles per publisher and
reviewed the parsed HTML code after our pre-processing
step has taken place, comparing that text with an article’s
text when accessed via a web browser. This was done to
ensure that no article content was removed during HTML
parsing in a way that biases the rest of our analysis. During
this process, we did not observe any significant or system-
atic problems with our parsing or pre-processing, outside
of the occasional element that escaped our filters (e.g. a
reporter’s affiliation and prompts to contact the publisher).
These issues do not change our findings and further moti-
vate the need for more inter/intra-publisher standardization
(Section 5).

5. DISCUSSION

Standardization of updates

In our dataset of over 600k articles, we made every
effort possible both during pre-processing but also during
sampling, to bring all these articles from distinct publishers
to a reasonable level of uniformity. When we first started

working on this project, we did expect that there would be
differences across publishers, such as, their use of specific
HTML tags and their specific ways of issuing corrections.
What we did not expect, however, was the lack of unifor-
mity we encountered even across the articles of the same
publisher.

Sometimes when an article is corrected or updated and
a correction is issued, that correction is at the top of the
article, while other times it is at the bottom of the article.
Occasionally, it is located entirely outside the body of the
article. Finally, it bears noting that while some publishers
note an article has been generally updated (by adding an
“Update” tag next to the timestamp), others do not include
this tag, but update only the timestamp showing the last
edit time. It is clearly unreasonable to expect readers to
remember what timestamp was on every article they read,
particularly given the fact that some articles are modified
months after they are first published. As shown earlier in
Figure 10, publishers like The Guardian do have the ability
to show that article was modified but do not make that
available by default.

This lack of uniformity and sometimes even lack of
attempt to inform that an article has been updated, poses
definite challenges to readers, who are likely to be reading
tens of articles each day, without the ability to later recall
what each article said. Therefore, it is not enough, in our
opinion, to simply perform what we refer to as a “technical”
update to an article, and there is a need for a more objective
and ideally standard, cross-publisher way of communicating
the presence of updates. We describe some possible avenues
for future work at the end of this section.

Publisher Update Policies

In our study, we discovered that online news publishers
commonly update articles post-publication, with many offer-
ing little (if any) notice to the reader regarding the nature of
the changes. Our findings highlight the need for online news
publishers to refine and publicly clarify their article-update



TABLE 7: Proportion of each magnitude of change acquired during our sampling with N=50, per publisher.

Publisher Equivalent Minor Change/Ambiguity Significant Change Dynamic Update

BBC 76% 16% 4% 4%
The Blaze 74% 20% 6% 0%
New York Post 70% 20% 8% 2%
Yahoo News 70% 16% 6% 8%
Washington Post 70% 18% 12% 0%
Huffington Post 68% 16% 8% 8%
New York Times 68% 20% 8% 4%
Newsmax 64% 24% 12% 0%
The Guardian 64% 26% 10% 0%
MarketWatch 62% 22% 8% 8%
Epoch Times 60% 26% 14% 0%
Daily Beast 56% 42% 2% 0%
Fox News 52% 28% 14% 6%
The Hill 52% 36% 12% 0%
CNN 50% 36% 8% 6%
Daily Mail 26% 42% 20% 12%
OAN 22% 54% 24% 0%

policies to ensure that readers understand the conditions
under which the articles they consume may change after
they read them.

Many publishers have publicly-listed update policies for
their content [9], [29], but typically these only serve to
inform readers that they can report errors which will be
updated in the corresponding articles. Moreover, in the few
cases in which publishers specify update conditions, they
are often vague and open to interpretation. For instance,
the Washington Post mentions that they will include an
update note whenever they correct a “significant mistake”.
However, a clear definition on what is considered significant
is never mentioned.

Inconsistencies across publishers further exasperate this
problem. We encourage the development and wide-scale
adoption of general update guidelines to be used by all on-
line news publishers, such as those of the Independent Press
Standards Organisation (IPSO) [11]. The IPSO Editors
Code of Practice lists correction standards to be followed
by its members, but these are still limited in their clarity, as
well as the number of member publishers. The large-scale
standardization of such policies would make it easy for a
reader to identify when and how an article has changed, and
prevent multiple readers from walking away with different
takeaways even when they all read the same sets of articles.

Limitations

As with any large-scale web data collection study, the
effect of anti-bot services must be taken into account. As
mentioned in Section 3.2, we design our data collection
infrastructure in such as a way as to maximize crawling
efficiency, while also taking measures to prevent bot detec-
tion. These measures, along with our infrequent crawling
of any particular site (at the time of publication of each
article), allow us to be confident that our crawlers were able
to collect most if not all article data. To ensure that this is
the case, we sampled 850 articles from our dataset (50 for
every publisher) and gauged whether the entire article text

was collected. Through this process, we did not identify
any obvious cases where text was missing (e.g. an article
suddenly stopping half-way a developing story).

Also, as mentioned earlier in this section, there is an
obvious lack of standardization among the publishers, which
is reflected in our attempts to extract data regarding silent
changes. With no standardization in place, there is little
we can do short of manually going over every changed
article to assess whether or not a correction has been issued,
so our current attempts rely on manually curated regular
expressions and searching for specific keywords in the first
and last paragraphs of each changed article. Similarly, when
it comes to “live updates”-type articles, we have to rely on
contextual clues (i.e. the article’s URL and title) to label
them as such. This heuristic-based detection is imperfect, as
some publishers do not treat their “live updates” articles any
different than their regular articles, and thus a better scheme
for keeping track of them could yield more accurate results
in the future.

We also note that due to language barriers (both ours
as well as those of the utilized NLP models) we focused
solely on English news outlets. As Martins et al. [54] have
shown, this type of work can applied to other languages
just as much as it can to English. The main difficulty of
such an undertaking is keeping individual parsers for each
news publisher updated, which can be potentially achieved
through the bazaar model [62] of open-source software.

Lastly, the precision of our analysis is tied to the specific
tools that we used. It is impossible to manually analyze
more than 600k articles, which means that we must rely on
automated tools thereby inheriting their limitations. Even
though, at the time of this writing, GPT-3 is considered
to be the state-of-the-art in Natural Language Processing,
there can be no guarantees about its responses regarding
entailment. Similarly, the roBERTa-based model we used
for sentiment analysis has its own limits. To deal with these
limitations, we manually sampled articles to gauge how
often human analysts would agree with the output of these
tools.



Going forward

We consider this paper to be a problem-showing one,
rather than problem-solving one. Despite the importance of
integrity in computer security, integrity of content in the
context of online news has largely escaped the attention of
our community. Our findings clearly show, not just that post-
publication edits are an issue, but also that they occur in
many different ways across publishers, some blatant, others
more subtle. We therefore hope that, other than expecting
publishers to engage in better self-governance, our commu-
nity can start building tools and systems for measuring post-
publication changes, differentiating between appropriate and
inappropriate changes, and devise disincentives for behavior
that is deemed unwanted. These could range from browser-
level systems tracking consumed articles and warning users
when previously-read articles are substantially changed, to
standard formats for news publishing that can be automat-
ically consumed by software, and third-party watchdogs
alerting when articles are silently modified. The further we
move from printed media and the physical world, the more
we have to explicitly guard the integrity of digital content.

6. RELATED WORK

In this era of diminishing trust in news publishers, there
have been extensive attempts to catalogue what is commonly
referred to as “fake news” [45], [50], [72]. Vosoughi et
al. [75] went on to measure the spread of rumor cascades
on Twitter from 2006 to 2017, and found that the top 1% of
it diffused between 1,000 and 100,000 people, while more
accurate and factual news stories rarely ever diffuse to more
than 1,000 people, effectively demonstrating that lies spread
faster than the truth. There have also been other studies
exploring the various ways that fake news can be harmful
not only to individual readers, but to society at large [34],
[36]. As a result, there have been multiple attempts to detect,
study, and stem the propagation of fake news [39], [61], [65],
[80]. One major difference between our work and past work
is that we do not automatically assume that large established
news outlets do not engage in unwanted behavior regarding
online news. We thereby find subtle (as well as less subtle)
issues even with the largest and most respected publishers.

Related to this work are also various ways of classifying
text and recognizing sentiment. Yang et al. [76] focus on
text edits in Wikipedia and create a taxonomy based on
the perceived intentions behind these edits. Yin et al. [78]
leverage natural language processing to capture both the
structure and semantics, of text edits. Barbieri et al. [35]
create an evaluation platform [24], which concentrates var-
ious previously fragmented classification tasks trained on
Twitter corpora. One of those tasks belongs to Rosenthal et
al. [63], who trained a roBERTa-base model [53] to perform
sentiment analysis on tweets, categorizing them as positive,
neutral or negative.

Guo et al. [46] focused on post-publication headline
changes on a wide range of articles across various pop-
ular online news publishers, and calculate both the fre-

quency and time since publication it takes for these changes
to appear. Furthermore, they labeled these changes using
BERTscore [79] and tracked their propagation over twitter.
Because our work focuses on the entirety of articles (as
opposed to just their headlines), we were able to extract
significantly more insights from our dataset, including the
characterization of silent edits and to what extent the mod-
ified paragraphs in each article “follow” from their earlier
versions.

Martins and Mouro [54] identify post-publication article
changes focusing on Portugese online news sources (specif-
ically a Portugese web archive [3]), and also track whether
these changes are disclosed by the publishers (i.e. whether
the publishers engage in silent changes). Their methodology
for identifying silent changes is unfortunately missing from
their paper and they do not attempt to categorize the changes
in the articles that they track. Leveraging our unique dataset
of more than 165k changed articles, as well as Natural Lan-
guage Processing tools that became only recently available,
we attempt to understand the reasons and extent of article
changes on a multitude of news publishers.

7. CONCLUSION

As we keep transitioning from a physical world to a
digital world, we cannot keep taking integrity for granted.
Users are steered towards custodial platforms where they
can consume content but that content always stays within
the control of the publisher. In this paper, we investigated
the phenomenon of post-publication, news article edits. By
collecting and analyzing more than 600k articles from 17
publishers over a period of 9 months, we detected that
27.39% of these articles experienced some degree of post-
publication edits. We used multiple syntactic and semantic
techniques to identify the magnitutude of changes, their
location within an article, and whether the publisher no-
tified readers that the article was changed since it was
first published. We found that only 67,449 (or 40.5% of
all changed articles) note they have been changed in any
way, and that is typically done through vague “technical”
update notices that do not explain what exactly was changed.
Finally, we employed both a GPT-3 model as well as a
roBERTa-based model to gauge entailment and sentiment of
changes. Using these models we discovered that, on average,
22.18% of the changed paragraphs do not “follow” from the
original paragraph, and 6.91% of all paragraphs exhibiting
some post-publication change, affecting the text’s original
sentiment.

We view this work as a problem-showing work, aim-
ing to start a discussion between users, researchers, and
news stakeholders related to acceptable behavior around the
concept of data integrity. There are multiple opportunities
for future work to assess how users react to these changes
when told, to build technologies for standardizing the de-
livery of online news, and methodologies for incentivising
transparency. We hope that our work can serve as motivation
for all these future endeavors.



Availability

To assist the community in understanding and tack-
ling misinformation on the web, we will be open-
sourcing our dataset of post-publication article modifica-
tions and our analysis at the following URL: https:
//changing-times.github.io/
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Appendix A.

TABLE 8: The total number of articles collected per publisher,
as well as the number of articles exhibiting changes. Ratio
refers to the ratio of changed articles to total articles.

Publisher Changed Total Ratio

BBC 3,721 7,417 50%
CNN 5,096 11,225 45%
Daily Beast 3,713 8,722 43%
Daily Mail 30,031 112,458 27%
Epoch Times 4,107 15,264 27%
Fox News 3,664 22,248 16%
Huffington Post 1,913 7,857 24%
MarketWatch 888 11,379 8%
New York Post 6,995 22,926 31%
New York Times 6,405 13,675 47%
Newsmax 3,696 11,394 32%
OAN 1,510 8,990 17%
The Blaze 624 7417 8%
The Guardian 6,024 12,032 50%
The Hill 6,352 17,626 36%
Washington Post 6,215 12,995 48%
Yahoo News 75,758 305,020 25%

TABLE 9: The mean and median edit distance for paragraphs
that have been changed, per publisher.

Publisher Mean Median

BBC 16.5% 11.5%
CNN 14.7% 9.1%
Daily Beast 8% 3.6%
Daily Mail 18.1% 14.3%
Epoch Times 11.9% 7.8%
Fox News 11% 5.7%
Huffington Post 13.9% 8.7%
MarketWatch 14.3% 9.1%
New York Post 11.1% 6.3%
New York Times 11.5% 5.8%
Newsmax 10.3% 5%
OAN 24% 25%
The Blaze 7.6% 4.8%
The Guardian 11.7% 5.6%
The Hill 11.2% 5.9%
Washington Post 9.7% 4.6%
Yahoo News 14.1% 8.8%



Appendix B.
Meta-Review

B.1. Summary

This paper examines the post-publication updates of
major US news outlets for a period of 9 months in 2022.
Based on a corpus of 608K articles, the authors find that
27% of them change over time, with no direct indicators
of change for over 60% of edits. Using GPT-3 to detect
logical “entailment” and a custom sentiment analysis model,
the authors find that “on average, 22.18% of the changed
paragraphs do not “follow” from the original paragraph,
and 6.91% of all paragraphs exhibiting [sic] some post-
publication change, affecting the text’s original sentiment.”
More broadly, the work points to evidence of silent changes
to news story logic and sentiment and posits that they
can create unwanted or even dangerous “split views” for
different populations of news consumers.

B.2. Scientific Contributions

• Independent Confirmation of Important Results with
Limited Prior Research.

• Provides a New Data Set For Public Use.
• Provides a Valuable Step Forward in an Established

Field.
• Establishes a New Research Direction.

B.3. Reasons for acceptance

1) Provides a valuable step forward in the emerging
field of information integrity.

2) Provides a useful dataset for public use.
3) Reiterates the fact that media accountability relies

in part on detecting or preventing changes/removal
of published digital news content.

4) Motivates future research into potential technical
solutions.

5) The logical ”entailment” technique could be useful
for future studies.

B.4. Noteworthy Concerns

1) Low confidence in the evaluation and interpretation
of the roBERTa sentiment analysis results. If we
accept the assertion that the trained classifier is
only 80% accurate, it is unclear to what degree
deviations in Table 1 (which are all less than 2.3%)
are due to model inaccuracy, since statistical con-
fidence/likelihood values are not provided.

2) The paper does not sufficiently analyze/categorize
the types of changes that are made: which edits can
confuse readers and in what ways? As a result, the
paper does not support and overstates claims about
the danger of split views arising from changes that
“go well beyond what should be appropriate of edits

performed by news organizations” - as stated during
the interactive discussion phase.

3) As a minor concern, given that prior work has
already identified changes to news article titles, this
work does not indicate the additional impact of
changes to news article content.

Appendix C.
Response to the Meta-Review

We thank the reviewers for their insightful comments.
We view this work as the first paper that identifies the
issue of post-publication content changes in news articles.
There are many directions for future work, including i)
better NLP models to automatically characterize changes,
ii) user studies to understand how real users react when
shown the existence of post-publication content changes
(and whether their reaction agrees with our automated
sentiment-analysis/entailment models), and iii) what are true
boundaries between acceptable vs. not-acceptable content
changes. We are eager to keep working in this space and
we hope that the community will join us.


